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Manual Large-Scale Experiment Execution

State of the practice for building and evaluating software tools
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Automating Large-Scale Experiment Execution
A new workflow for building and evaluating software tools
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Prototype application: Evaluating Fuzzing in Cl

Fully automated performance tests of our fuzzer, in Cl, using on-prem HPC cluster

e Our ICSE ’22 “CONFETTI” project Branch Probes Over Time

needs 100 x 4-core VMs for 24 hrs
each for evaluation

 Now: fully automated in Cl, 20x4-core
VM evaluation runs for 10 mins each
commit, full evaluation manually
triggered
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» Greatly simplifies testing and makes
pull-requests far easier

Faster, collision-free coverage instrumentation #1771

rohanpadhye merged 4 commits into rchangadhye:master from jon-bell:fast-collision-fres-covarege~clean [_Dor‘ Feb 23 Sample graph generated by the CI Workﬂow B aUtomatlcally Compares trlggerlng
commit to baseline

We used this workflow to find and fix a significant performance bug in the upstream tool



https://github.com/neu-se/CONFETTI/actions
https://github.com/rohanpadhye/JQF/pull/171
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Open Research Questions

 What are the best practices for running and monitoring large evaluation
campaigns in Cl?

 How to target specific projects/evaluation targets, while still providing general
resources’?

 How to design flexible interfaces for integrating tools and datasets?
* Where to store and how to manage artifacts and dependencies?

» How to encourage adoption of best practices for evaluation design?

* ...What else haven't we thought of?



